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The novel fast-growth or multiple steering molecular dynamics (MSMD) technique has been recently developed
by Jarzynski to calculate free energy profiles along general transformation pathways (Phys. ReV. Lett.1997,
78, 2690-2693;Phys. ReV. E 1997, 56, 5018-5035).1,2 Here, we apply this approach to calculate free energy
barriers involved in the water exchange reaction of Na+ and K+ in aqueous solution. We investigate the
influence of the key parameters of the MSMD simulationssthe steering velocity, the sampling of the initial
configurations, and the force constantson the free energy. Furthermore, we use this approach to describe
energetical and structural features of the water exchange reaction of Na+ and K+ in aqueous solution. The
MSMD technique turns out to be an efficient and fast convergent tool to enhance the sampling of rare chemical
events with the help of nonequilibrium forces.

1. Introduction

Hydration and dehydration processes of Na+ and K+ ions in
aqueous solution play a fundamental role in many biological
processes. In ion channels3 such as the KcsA potassium channel,
for instance, the selectivity for potassium over sodium ions is
thought to be determined through a ligand exchange reaction
that involves the replacement of water molecules with peptidic
carbonyl groups.4,5

Here, we investigate the water exchange reaction of alkali
ions:

where M ) Na+ and K+, and x is a typical coordination
number.6 Our computational approach is the novel multiple
steering (or fast growth) molecular dynamics (MSMD) approach
proposed by Jarzynski.1,2,7,8

MSMD is similar in spirit to the well-known steering
dynamics (SD) technique, which has been widely used to
provide insight in ligand-receptor binding and in the mechanical
unfolding of proteins.9,10 However, in contrast to SD, MSMD
establishes a relation between the nonequilibrium dynamics of
the system and its equilibrium properties. It allows us to
determine the activation free energy (∆G) of a given process
from a statistical sampling of the irreversible work (W)
associated with external, nonconservative forces along a selected
reaction coordinate:〈e-âW〉 ) e-â∆G.

This powerful approach has already been applied in a variety
of problems. It has been used in the context of single molecule
pulling experiments,11-23 for the calculation of the excess
chemical potential of a Lennard-Jones fluid,24 for the determi-
nation of the potential of mean force between two methane

molecules in water25 and for investigating glycerol diffusion in
aquaglyceroporins.26

In the work presented here the MSMD technique is applied
in the context of a ligand substitution reaction. We find that
the MSMD methodology enables efficient and accurate calcula-
tions of activation barriers and constitutes a promising new
tool for the investigation of a wide range of chemical processes.

2. Theory

The MSMD method is described in detail in refs 1, 2, 7, and
8 and will only be briefly summarized here.

The Hamiltonian of a system in the presence of a time-
dependent perturbationu(z,t) along a generic reaction coordinate
z can be written as

whereH0(x) is a time-independent Hamiltonian andx represents
all the coordinates of the system.

We assume that the perturbation term is a harmonic, time-
dependent potential alongz:

with

wherez0(0) andz0(t) are the initial and current positions of the
minimum of the restraining potential, respectively;V is the
steering velocity applied to the system, andz(t) is the position
of the system along the coordinate at timet.
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M(H2O)x
+ + H2O* h M(H2O*)(H2O)x-1

+ + H2O (1)

H(x,t) ) H0(x) + u(z(x),t) (2)

u(z,t) ) k
2

(z - z0(t))2 (3)

z0(t) ) z0(0) + Vt (4)

G0(z) ) -â-1 ln
∫δ[z - z(x)]e-âH0(x) dx

∫e-âH(x,0) dx
(5)
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which, according to Jarzynski’s identity, can be transformed
into8

whereF(z,t) is a harmonic force associated with the perturbation
potential:

the integral of the forceF is calculated along the path from
z(0) to z(t) and the brackets indicate an ensemble average over
different trajectories starting at positions sampled from the initial
equilibrium distribution.

In practical calculations, the average in eq 6 is calculated
with a limited set of simulations and the integral to evaluate
the work is determined as a time average over each of the finite
length trajectories. This unavoidable truncation introduces errors
that can be minimized through an optimal choice of three key
parameters, namely (i) the steering velocityV in eq 4, (ii) the
initial conditions for each simulation, and (iii) the force constant
k. The first influences directly the degree of irreversibility of
the transformation; the second enters the ensemble average in
eq 6 and affects the weight of each simulation; in fact, the initial
bias on the steered system enters explicitly in the exponential
of the right-hand side of eq 6; the third affects the dynamics of
the systems and enters directly in the formulas as well. In the
V f 0 limit the transformation becomes reversible, the distribu-
tion of the argument of the exponential in eq 6 becomes infinitly
sharp, and we recover the well-known result that the free energy
profile G0(z) coincides with the reversible work done to bring
the system from the initial equilibrium state to the final one.
We have checked that indeed this is the case for the systems
described in the next sections. Moreover, the choice of initial
configurations for the multiple MD runs has a direct influence
on the efficiency with which the available phase space can be
sampled within a limited number of simulations. In particular,
it is crucial that the averaging is performed with individual runs
that are largely independent and thus uncorrelated. Thus, it may
have a crucial influence on the convergence properties. Finally,
the choice of the force constantk could influence the conver-
gence of the free energy profile. The convergence behavior with
respect to these parameters is tested in this work (see Results).

3. Methods

All the simulations were performed using the AMBER 5
program27 with the A° qvist,28 Smith,29 and TIP3P30 force fields
for Na+ and K+ cations, the Cl- anion, and water, respectively.
In each simulation, one alkali ion (either K+ or Na+) was
immersed in a 20.4× 20.4× 36.5 Å3 tetragonal box containing
421 water molecules and a Cl- counterion. The latter, which
was initially located 15.0 Å far from the alkali ions, remained
always farther than 9.0 Å from the cations during the MD
simulations. Periodic boundary conditions were applied. Long-
range electrostatic interactions were treated via a particle-mesh
Ewald procedure31,32using a grid of 20× 20 × 36 points with
a cubic spline interpolation. A cutoff of 10.0 Å for the short-
range electrostatic, and van der Waals interactions was used.
Constant temperature (300 K) and constant pressure (1.0 atm)
conditions were achieved by coupling the systems to a Ber-
endsen thermostat and barostat.33 The integration time step of
our simulation was set to 1.5 fs.

All the systems underwent first 0.3 ns of unconstrained MD.
Subsequently, the position of one water molecule was restrained

using a harmonic potential at a distance of 7.0 Å from the metal
ion for 0.24 ns. The structural properties (such as thegHO(r)
andgOO(r) radial distribution functions) resemble those of bulk
water. A total of 10 snapshots of this MD simulations, taken
every 12 ps of dynamics, constituted our initial structures for
the MSMD simulations.

In the MSMD simulations, the irreversible workW (eq 6)
was calculated as the work required to bring the system from
the initial equilibrium state (i.e., the left-hand side of eq 1) to
its final state (i.e., the right-hand side of eq 1). In practice, the
approaching water (WAT hereafter) was steered from the bulk
toward the alkali ion (M+) by applying the time-dependent
potentialu(z,t) in eq 3. Consistent with the initial conditions,
the starting position of the minimum of the harmonic potential
z0(0) (eq 4) was set to 7.0 Å. The calculations were performed
until the minimum of the harmonic potential reached a distance
of 2.0 Å from the cation. MSMD runs with varying pulling
velocities and different choices of the initial MD configurations
were performed:

(i) 4 sets of 10 runs with different steering velocities on K+

(V ) 0.0333, 0.0667, 0.3333, 0.6666 Å ps-1), each of them with
initial configurations sampled every 12 ps and with a force
constantk ) 300 pN Å-1;

(ii) 3 sets of 10 runs with different sampling on the starting
positions on K+ (snapshots taken every∆t ) 12, 1.5, 0.15 ps)
with a steering velocityV ) 0.0666 Å ps-1 and a force constant
k ) 300 pN Å-1;

(iii) 6 sets of 10 runs with different force constants on K+

(k ) 30, 60, 100, 500, 1000, 1500 pN Å-1) with V ) 0.0666 Å
ps-1 and initial configurations sampled every 12 ps;

(iv) 1 set of 10 runs on Na+ with V ) 0.0333 Å ps-1 andk
) 300 pN Å-1 and with initial configurations sampled every
∆t ) 12 ps.

Coordination numbers of the alkali ions were calculated as
integrals of the oxygen (water)-ion radial pair distribution
functions (rdf) gMOw(r) (Figure 1) from r ) 0 to the first
minimum of rdf (r ) 2.7 and 2.4 Å for potassium and sodium,
respectively (Figure 1, Table 1)). Identical integration boundaries
were chosen to obtain the corresponding values in the MSMD
runs.

4. Results and Discussion

In this section, we first assess the accuracy of our compu-
tational scheme. Subsequently, we analyze the structural and
energetic properties of sodium and potassium ions in aqueous
solution.

G0(z) ) -â-1 ln〈δ(z - z(t))e-â[∫cF(z,t)dz-u(z0,0)]〉 (6)

F(z,t) ) -k(z(t) - z0(0) - V(t)) (7)

Figure 1. Calculated ion/water radial pair distribution functions
(gMOw(r)) for Na+ and K+ in aqueous solution.
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Accuracy of the Approach. The accuracy of our computa-
tional approach was tested through a series of calculations for
the water exchange reaction at K+, for which a classical force
field description is known to perform especially well.34

In particular, we investigated the dependence of the calculated
free energy from (i) thesteeringVelocitiesV in eq 6, (ii) the
choice of theinitial configurations, and (iii) theforce constant
k.

(i) Dependence onV. In this and in the subsequent simulations
the initial structures were taken by selecting snapshots from
our restrained MD simulation at a time interval of∆t ) 12 ps
after the system was equilibrated.

The first reference simulation consists of using an extremely
low steering velocity (V ) 0.00333 Å ps-1) and computing the
average work done in moving a water molecule from the bulk
to the metal ion. Under this condition, the transformation can
be considered quasi-static. Thus, it provides an approximate,
reference free energy profile of the process (Figure 2).

If V is one order of magnitude larger (V ) 0.0333 Å ps-1),
the reconstructed MSMD free energy profile turns out to
converge within very few simulations (Figure 3a). Indeed, the
profile can be considered fully converged after an averaging of
ca. 8 trajectories (Figure 3a) and matches well our reference
(Figure 2).

In this regime, the free energy profile is qualitatively well
described by a single integration of the force along the reaction
coordinate (Figure 4a). This indicates that the performed work
is essentially conservative and already a single simulation
appears to contain sufficient information about the equilibrium
properties.

By doubling the steering velocity, convergence to the same
value of the free energy barrier is achieved (Table 2, Figure 5).
In both this and the previous case, hysteresis effects are
essentially absent.

For relatively large velocities (V ) 0.3333 Å ps-1), the free
energy profile does not converge in the bulk region (that is
between 7.0 Å and≈5.5 Å) whereas it is similar to the previous
ones in the well region (between≈3.5 and 2.0 Å) (Figure 3b).
In this case, significant hysteresis effects are present, suggesting
that the dominant part of the work associated with the steering
force is nonconservative (Figure 4b).

TABLE 1: Selected Equilibrium Properties of K + and Na+

in Aqueous Solution

ion
first

max.a
first
minb nc

first
max. (lit.)d

first
min. (lit.)e n (lit.) f

K+ 2.70 3.65 6.9 (5-10) 2.7-2.9 3.6-3.8 6.3-7.6-8.0
Na+ 2.40 3.25 5.8 (4-7) 2.4 3.2-3.5 4.9-6.0-6.6

a First maximum andbfirst minimum of gMOw(r) (Å) between the
ion and water’s oxygens andccorrespondent coordination numbers. The
range of coordination numbers is indicated in brackets.d -fProperties
obtained in previous simulations.35-39

Figure 2. Average work of the transformation at very slow pulling
speed (V ) 0.00333 Å ps-1). This profile is used as a benchmark for
the free energy reconstruction profiles obtained at higher pulling speeds.

Figure 3. Dependence of the reconstructed free energy of K+ water
exchange reaction on the steering velocityV: (a) V ) 0.0333 Å ps-1;
(b) V ) 0.3333 Å ps-1. The free energy is obtained averaging data
from four (dotted line), six (dashed line), eight (long-dashed), and ten
(solid line) MD simulations.

Figure 4. Work associated with single steering dynamics runs at
different conditions (see Table 2): (a)V ) 0.0333 Å ps-1; (b)
V ) 0.3333 Å ps-1.

TABLE 2: Multiple Steering Molecular Dynamics of K +

and Na+

ion V (Å ps-1)a ∆Gq (kcal mol-1)b R0 (Å)c RTS (Å)d

K+ 0.0333 0.81 2.72 3.4
K+ 0.0667 0.80 2.73 3.4
K+ 0.3333 0.83 2.70 3.2
K+ 0.6667 0.92 2.70 3.3
Na+ 0.0333 1.30 2.43 3.1

a Steering velocity.b Calculated activation free energy.c M+-WAT
distance corresponding to the minimum of the free energy plot.
d Distance of M+-WAT at the TS.
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Upon further increasing the steering velocity (V ) 0.6667 Å
ps-1), the free energy plot in the repulsive region (from≈5.0
Å to ≈3.5 Å) and in the well region, although rather noisy, is
still qualitatively similar to those obtained by pulling at a lower
speed (Figure 5). This calculation therefore provides an upper
limit for V ≈ 0.05 Å ps-1.

The qualitative shape of the free energy profile can be
understood as follows: when the tagged water molecule is at a
large distance from the ion, it is surrounded by an average
number of solvating water molecules as given in Table 1. The
same situation is also expected when the tagged water molecule
is at a particular distance from the ion, substituting, on average,
one water molecule from the hydration shell.

We thus expect that the free energy profile shows two minima
whose values are the same, one at infinite distance from the
ion and the other at a distance typical of the first coordination
shell. As the tagged molecule approaches the ion, a divergent
profile due to van der Waals repulsion is expected.

(ii) Influence of the Initial Configurations.Varying initial
configurations were obtained by selecting snapshots from our
restrained MD simulations at different time intervals (∆t).
Specifically, three sets of 10 snapshots were considered. In the
first ∆t )12 ps, in the second∆t ) 1.5 ps, and in the third∆t
) 0.15 ps (see Methods). The same steering velocity (V )
0.0666 Å ps-1) was used for all calculations.

The reconstructed free energy profiles of the first two sets
are rather similar and well converged (Figure 6). In contrast,
the free energy profile in the third set does not converge within
the 10 simulations carried out here. This suggests that the initial
configurations are not independent enough, resulting in an
insufficient sampling of phase space.

(iii) Choice of the Force Constant k.Calculations with values
of k around the recently reported value of ref 26 (from 30 to
1500 pN Å-1) were performed. It is found that fromk > 60 pN
Å-1 up to k < 1000 pN Å-1 the convergence is fast and no
significant changes are found in the profiles.

In conclusion, our analysis allows us to establish the following
criteria for the choice of the three computational key param-
eters: (i) the steering velocity isV e 0.05 Å ps-1; (ii) initial
configurations were sampled at a time interval of∆t g 1.5 ps;
(iii) the force constant should be of the order of≈100-600 pN
Å-1. Within these conditions, the convergence on the free energy

appears to be rather fast. It should be noted, however, that for
more extended systems than those used here, Hummer’s
cumulant expansion approaches might be required to improve
the convergence.25

For all simulations of reaction 1, we usedV ) 0.0333 Å ps-1,
∆t ) 12 ps, andk ) 300 pN Å-1. These values compare well
with those used in the MSMD simulations of aquaglyceroporin
of ref 26. The free energy profiles obtained by using these
parameters for both of the two cations are shown in Figure 7.

Potassium.In the unconstrained simulation of a potassium
ion in aqueous solution, the metal ion exhibits a labile
coordination sphere (average coordination number 6.9). Seven
water molecules coordinate K+ for about half of the simulated
time (0.15 ns). Then ) 8 coordination is also significant (about
28% of the time). In the rest of the dynamics, K+ is coordinated
to a largely varying number of ligands (Table 1). The observed
coordination numbers and their average is in good agreement
with other data present in the literature35-39 and with the one
of ab initio MD simulations.34

The exchange reaction 1 occurs spontaneously during the
dynamics. The overall process takes place within as short a time
as 0.5 ps in qualitative agreement with previous findings.34-38

Figure 5. Free energy profile reconstruction for K+ by using different
pulling speeds. The free energy reconstruction profiles obtained at
different V for the potassium ion are displayed:V ) 0.0333 Å ps-1

(solid line),V ) 0.0667 Å ps-1 (dotted line),V ) 0.3333 Å ps-1 (dashed
line), andV ) 0.6667 Å ps-1 (long-dashed line).

Figure 6. Influence of the initial bias. The three profiles have been
calculated by averaging 10 simulations. Each initial condition has been
chosen by sampling a biased dynamics run every 12 ps (solid line),
1.5 ps (dotted line), or 0.15 ps (dashed line).

Figure 7. Free energy plots for the two ions. The free energy plots
for Na+ and K+ are shown. Ten simulations were averaged setting the
pulling speed toV ) 0.0333 Å ps-1, and obtaining the inital conditions
sampling every 12 ps a former biased MD simulation.
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The exchange reaction turns out to occur mostly via a
substitution mechanism (Figure 8). However, also addition and
elimination processes are observed.

At the transition state of the substitution mechanism the
oxygen belonging to the approaching water interacts with both
the metal ion and a water molecule belonging to the second
shell (Figure 8 and Table 2). Its presence induces a distortion
in the potassium coordination polyhedron, accompanied by a
weakening of the interaction between the metal ion and one of
the water binding to it. The latter eventually leaves the K+

coordination sphere assisted by the formation of a hydrogen
bond with another metal-bound water. In the absence of the
formation of this last hydrogen bond, addition of the approaching
water to the ion is observed. Our MSMD simulations provide
the same mechanistic picture for the addition mechanism.

The calculated free energy of the process has a plateau in
the bulk region followed by a maximum at 3.4 corresponding
to the activated complex, and a minimum at about 2.7 Å (Table
2). The latter value represents the optimal ion-water distance
and is in agreement with the maximum of the radial pair
distribution function (Table 1, and Figures 1 and 7).

Sodium. In our equilibrium simulations Na+ is coordinated
by five and, more often (66% of the time), by six water
molecules (average coordination numbern ) 5.7). The penta-
and hexacoordinated complexes are stable for more than 10 ps
and exhibit clear trigonal bipyramidal and octahedral equilibrium
geometries.

The water exchange mechanism occurs via an associative/
dissociative pathway, in which the sodium coordination number
changes from 5 to 6 and vice versa. In the associative process,
the approaching water molecule forms a hydrogen bond to one
of the water molecules bound to the metal ion; subsequently, it
enters the coordination sphere. The transition state (Figure 9
and Table 2) is a distorted octahedral structure, in which the
incoming water still forms an H-bond to a metal-bound water
molecule (Figure 9 and Table 2). Finally, the geometry of the
coordination polyhedron relaxes to an octahedral structure.

In the dissociative process, the 6-coordinated complex
undergoes relatively large structural fluctuations, which at times
cause the formation of an H-bond between two metal-bound
water molecules. This induces the release of one of the water
ligands and reformation of the trigonal-bipyramidal geometry.
Thus, basically, the mechanism of the associative part of the
reaction is the direct inverse of its dissociative counterpart.

These mechanisms have also been observed in a recent ab
initio molecular dynamics simulation.40 Furthermore, the char-
acteristic time scale of the process (about 0.3 ps) is also similar
to that of the ab initio calculation.40

In our MSMD simulations, reaction 1 occurs via the same
mechanisms observed for the unconstrained ones. The free
energy profile of the process is plotted in Figure 6. As expected,
the free energy barrier is larger and the minimum less
pronounced than the corresponding values for potassium. As
in the case of K+, the energy minimum corresponds essentially
to the maximum of thegMOw(r) R0 ) 2.43 Å (see Figures 1-7
and Tables 1-2).

5. Conclusions

Our calculations provide an energetic and structural descrip-
tion of water exchange at alkali ions in aqueous solution using
the MSMD approach.1,2,7,8

The convergence of the free energy profiles depends on the
steering velocity and on the initial sampling conditions. A proper
choice of these key parameters leads to fast convergence by
averaging only a limited number of simulations (e10).

As expected, the solvation shell of sodium and, even more
so, the one of potassium are highly flexible. It includes
dynamical structures involving varying numbers of coordinated
water molecules and different geometries within each coordina-
tion number. The water exchange reaction (eq 1) for potassium
occurs with a direct substitution mechanism.

In contrast, for sodium, it takes places via an associative/
dissociative mechanism, in which the coordination of the metal
goes from trigonal bipyramid to octahedral and vice versa. Both

Figure 8. Transition state geometry of reaction 1 for the potassium
ion. The incoming water (WAT) is represented by a ball-and-sticks
model and first-shell water molecules are drawn as cylinders and linked
to the central ion by green dashed lines. Selected H-bonds are shown
as blue arrows. Structural changes of the ligand coordination sphere
are displayed as yellow arrows.

Figure 9. Transition state geometry of reaction 1 for the sodium ion.
The incoming water (WAT) is represented by a ball-and-sticks model
and first-shell water molecules are drawn as cylinders and linked to
the central ion by green dashed lines. Selected H-bonds are shown as
blue arrows. Structural changes of the ligand coordination sphere are
displayed as yellow arrows.
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processes are assisted by the formation and breaking of H-bonds
between the incoming water molecule and the metal ligands.
These results are in good agreement with recent ab initio
calculations.40

In conclusion, the MSMD technique appears to be a very
powerful, fast, and reliable technique to study chemical pro-
cesses. This approach holds great promise for free energy
evaluations in complex systems with relatively long relaxation
times, where molecular dynamics simulations cannot lead to
the direct observation of the physically interesting events.
Particularly attractive is the use of this approach in combination
with ab initio molecular dynamics techniques, which is expected
to provide a relatively fast route to the calculations of free energy
activation barriers of chemical and enzymatic reactions.41
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